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Statistics Notes: Bootstrap resampling methods
J Martin Bland,1 Douglas G Altman2 

In medical research we study a sample of individuals to 
make inferences about a target population. Estimates of 
interest, such as a mean or a difference in proportions, 
are calculated, usually accompanied by a confidence 
interval derived from the standard error. The data from a 
single sample are used here to quantify the variation in 
the estimate of interest across (hypothetical) multiple 
samples from the same population.1  As we have only 
one sample we need to make assumptions about the 
data. Most methods of analysis are called parametric 
because they incorporate assumptions about the distri-
bution of the data, such as that observations follow a 
normal distribution. Non-parametric methods avoid 
assumptions about distributions but generally provide 
only P values and not estimates of quantities of interest.2 

For a given dataset the assumptions may not be met. In 
such cases there is an alternative way to estimate stan-
dard errors and confidence intervals without any reli-
ance on assumed probability distributions. We use the 
sample dataset and apply a resampling procedure called 
the bootstrap. (In general language, a bootstrap method 
is a self sustaining process that needs no  external input.) 

The clever idea behind the bootstrap is to create mul-
tiple datasets from the real dataset without needing to 
make any assumptions. Our observed sample is repre-
sentative of a population about which we wish to make 
inferences, so a set of randomly chosen observations 
from our sample will be equally representative of the 
original population. We can generate a sample of the 
same size as the original data set by randomly choosing 
real observations one at a time. Each observation has an 
equal chance of being chosen each time, so some obser-
vations will be picked more than once and some won’t 
be picked at all. That doesn’t matter; the new “boot-
strap” sample is comparable to the original data set and 
is equally representative of the target population.

For an example, CADET3 was a cluster randomised 
trial comparing collaborative care for depression 
detected in primary care with treatment as usual. The 
outcome measure was the PHQ-9 depression scale, 
and data were available for 505 participants. The esti-
mated mean difference (collaborative care minus 

treatment as usual) was −1.33 points on the PHQ-9 
scale (95%  confidence interval −2.31 to −0.35) adjusted 
for baseline PHQ-9, age, the list size, index of multiple 
deprivation, city of the practice, and clustering. 

We created another sample of 505 by resampling as 
described above, the full original sample being avail-
able for each of the 505 choices. The resulting new sam-
ple of 505 observations included 313 of the original 505 
participants, some once, some more than once, a maxi-
mum of five times. The same regression analysis which 
produced the original treatment effect estimate was 
repeated for this new sample resulting in a slightly dif-
ferent estimated treatment difference of −1.25 points.

Instead of resampling once, we should do it many times 
and use the variability of the results to obtain a confidence 
interval. The distribution of the estimated treatment effect 
from 1000 resamplings of the CADET data is shown in the 
figure. The mean and standard deviation of this distribu-
tion are −1.353 and 0.565. This standard deviation provides 
an alternative estimate of the standard error of the mean 
difference between the treatments, which does not make 
use of any theory about the distribution of the data. There 
are two ways to use the bootstrap estimates to find a confi-
dence interval. If the resampling distribution is close to 
normal, as is the case here, the 95% confidence interval 
will be −1.353−(1.96 × 0.565) to −1.353+(1.96 × 0.565), or 
−2.46 to −0.25. This interval is similar to that obtained 
using the standard error from the least squares regression 
on the real data. The other approach is to take the 95% 
confidence interval directly from the 2.5th and 97.5th cen-
tiles of the distribution. For these data the bootstrap confi-
dence interval calculated this way is −2.44 to −0.26. This 
second approach can be used regardless of the distribu-
tion of the bootstrap estimates. 

Clearly we need enough repetitions so that the  estimates 
are stable—usually thousands of bootstrap samples are 
used, especially when using the observed centiles of the 
distribution of estimates. A repetition of the whole boot-
strap analysis for CADET produced almost  identical values 
of the mean (−1.335) and  standard deviation (0.567). 

This note gives the general idea of the bootstrap; 
there are many variations.4  We can get a bootstrap esti-
mate for any quantity we can calculate from any sam-
ple. Bootstrap methods are particularly favoured by 
health economists, because cost data tend to be highly 
skewed and unsuited to conventional approaches.5 
They are also useful for complex  datasets—for exam-
ple, when the observations aren’t independent. 
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Histogram of 1000 
resampling estimates of the 
treatment difference from 
the CADET data, with 
corresponding normal 
distribution curve, mean, 
and 2.5 and 97.5 centiles
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