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Medical research is conducted to help to reduce uncertainty.
For example, randomised controlled trials aim to answer
questions relating to treatment choices for a particular group of
patients. Rarely, however, does a single study remove
uncertainty. There are two reasons for this: sampling error and
other (non-sampling) sources of uncertainty. The word “error”
comes from a Latin root meaning “to wander,” and we use it in
its statistical sense of meaning variation from the average, not
“mistake.” Sampling error arises because any sample may not
behave quite the same as the larger population from which it
was drawn. Non-sampling error arises from the many ways a
research study may deviate from addressing the question that
the researcher wants to answer.
Sampling error is very much the concern of the statistician, who
imagines that the group of people in the study is just one of the
many possible samples from the population of interest. Despite
it being widely condemned,1 the dominant way of summarising
the evidence from a research study is by the P value. It should
be obvious that the evidence from a research study cannot
reasonably be summarised as just a single number, but the use
of P values remains unshakeable. Further, the practice of
labelling P values as significant or not significant leads not only
to dichotomous decisions but often also to the belief that the
research question has been answered.
P values represent the probability that the observed data (or a
more extreme result) could have arisen when the true effect of
interest is zero—for example, the true treatment effect in a
randomised trial. It is common to interpret P<0.05 (“significant”)
as clear evidence that there is a real effect, and P>0.05 (“not
significant”) as evidence that there is no effect. However, the
former interpretation may be unwise, and the latter is wrong.
Although 0.05 is the conventional decision point, P<0.05 is far
from representing certainty. One in 20 studies could have a
difference of the observed size if there were really no difference
in the population. “Not significant” indicates that we found
insufficient evidence to conclude that there is a real effect, not
that we have shown that there is not one.2 Referring to results
as statistically significant, or not, only helps a bit.

Interpretation of a study’s results should be primarily based on
the estimated effect and a measure of its uncertainty. In
mainstream statistics, the uncertainty of estimates is indicated
by the use of confidence intervals. Before the mid-1980s,
confidence intervals were rarely seen in clinical research articles.
Around 1986 things changed,3 and these days almost all clinical
research articles in major journals include confidence intervals.
The confidence interval is a range of uncertainty around the
estimate of interest, such as the treatment effect in a controlled
trial.
So, for example, in a study of the impact of a mental health
worker on the management of depression in primary care, it
was reported that “After adjustment for baseline depression,
mean depression score was 1.33 PHQ-9 points lower (95%
confidence interval 0.35 to 2.31, P=0.009) in participants
receiving collaborative care than in those receiving usual care
at four months.”4 This means that we estimate that, in the
population which these trial participants represent, the average
difference in mean depression score if all were offered
collaborative care would be between 0.35 and 2.31 scale points
less than if all were treated in the usual way. It is only an
estimate. For 2.5% of studies the confidence interval will be
entirely below the true population difference, and 2.5% will
have the interval entirely above it. We don’t think “P=0.009”
adds much to this, but researchers can seldom bear to do without
it. The inevitable uncertainty from sampling error can be reduced
by increasing the sample size, but usually only modestly. To
halve the width of the confidence interval we would need to
quadruple the sample size.
A common mistake is to believe that the confidence interval
expresses all the uncertainty. Rather, the confidence interval
expressed uncertainty from just one cause—namely the
uncertainty due to having taken a sample from the population
defined by the inclusion criteria. Often there are other sources
of uncertainty that may be even more important to consider, in
particular relating to possibly biased results. We address these
in our linked statistics note.5
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