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Almost all studies have some missing observations. 
Yet textbooks and software commonly assume that 
data are complete, and the topic of how to handle 
missing data is not often discussed outside statistics 
journals.

There are many types of missing data and different 
reasons for data being missing. Both issues affect the 
analysis. Some examples are:
(1)  �n a postal questionnaire survey not all the 

selected individuals respond;
(2)  �n a randomised trial some patients are lost to 

follow-up before the end of the study;
(3)  �n a multicentre study some centres do not 

measure a particular variable;
(4)  �n a study in which patients are assessed 

frequently some data are missing at some time 
points for unknown reasons;

(5)  Occasional data values for a variable are missing 
because some equipment failed;

(6)  Some laboratory samples are lost in transit or 
technically unsatisfactory;

(7)  �n a magnetic resonance imaging study some very 
obese patients are excluded as they are too large 
for the machine;

(8)  �n a study assessing quality of life some patients 
die during the follow-up period.

The prime concern is always whether the available 
data would be biased. �f the fact that an observation 
is missing is unrelated both to the unobserved value 
(and hence to patient outcome) and the data that are 
available this is called “missing completely at ran-
dom.” For cases 5 and 6 above that would be a safe 
assumption. Sometimes data are missing in a predict-
able way that does not depend on the missing value 
itself but which can be predicted from other data—as 
in case 3. Confusingly, this is known as “missing at 
random.” �n the common cases 1 and 2, however, the 
missing data probably depend on unobserved values, 
called “missing not at random,” and hence their lack 
may lead to bias.

�n general, it is important to be able to examine 
whether missing data may have introduced bias. For 
example, if we know nothing at all about the non-
responders to a survey then we can do little to explore 
possible bias. Thus a high response rate is necessary for 
reliable answers.1 Sometimes, though, some informa-
tion is available. For example, if the survey sample is 
chosen from a register that includes age and sex, then 
the responders and non-responders can be compared 
on these variables. At the very least this gives some 
pointers to the representativeness of the sample. Non-
responders often (but not always) have a worse medical 
prognosis than those who respond.
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A few missing observations are a minor nuisance, 
but a large amount of missing data is a major threat 
to a study’s integrity. Non-response is a particular 
problem in pair-matched studies, such as some case-
control studies, as it is unclear how to analyse data 
from the unmatched individuals. Loss of patients 
also reduces the power of the trial. Where losses are 
expected it is wise to increase the target sample size 
to allow for losses. This cannot eliminate the poten-
tial bias, however.

Missing data are much more common in retro-
spective studies, in which routinely collected data are 
subsequently used for a different purpose.2 When infor-
mation is sought from patients’ medical notes, the notes 
often do not say whether or not a patient was a smoker 
or had a particular procedure carried out. �t is tempt-
ing to assume that the answer is no when there is no 
indication that the answer is yes, but this is generally 
unwise.

No really satisfactory solution exists for missing data, 
which is why it is important to try to maximise data 
collection. The main ways of handling missing data in 
analysis are: (a) omitting variables which have many 
missing values; (b) omitting individuals who do not 
have complete data; and (c) estimating (imputing) what 
the missing values were.

Omitting everyone without complete data is known 
as complete case (or available case) analysis and is 
probably the most common approach. When only a 
very few observations are missing little harm will be 
done, but when many are missing omitting all patients 
without full data might result in a large proportion of 
the data being discarded, with a major loss of statisti-
cal power. The results may be biased unless the data 
are missing completely at random. �n general it is 
advisable not to include in an analysis any variable 
that is not available for a large proportion of the sam-
ple. The main alternative approach to case deletion is 
imputation, whereby missing values are replaced by 
some plausible value predicted from that individual’s 
available data. �mputation has been the topic of much 
recent methodological work; we will consider some of 
the simpler methods in a separate Statistics Note.
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This is part of a series of occasional articles on statistics and handling 
data in research.
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