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Dynamic spread of happiness in a large social network:
longitudinal analysis of the Framingham Heart Study social
network

James H Fowler,1 Nicholas A Christakis2

ABSTRACT

Objectives To evaluate whether happiness can spread

from person to person and whether niches of happiness

form within social networks.

Design Longitudinal social network analysis.

Setting Framingham Heart Study social network.

Participants 4739 individuals followed from 1983 to

2003.

Main outcome measures Happiness measured with

validated four item scale; broad array of attributes of

social networks and diverse social ties.

Results Clusters of happy and unhappy people are visible

in the network, and the relationship between people’s

happiness extends up to three degrees of separation (for

example, to the friends of one’s friends’ friends). People

whoare surroundedbymanyhappypeopleand thosewho

are central in the network aremore likely to becomehappy

in the future. Longitudinal statistical models suggest that

clusters of happiness result from the spread of happiness

and not just a tendency for people to associate with

similar individuals. A friendwho lives within amile (about

1.6km)andwhobecomeshappy increases theprobability

that a person is happy by 25% (95% confidence interval

1% to 57%). Similar effects are seen in coresident

spouses (8%, 0.2% to 16%), siblings who live within a

mile (14%, 1% to 28%), and next door neighbours (34%,

7% to 70%). Effects are not seen between coworkers. The

effect decays with time andwith geographical separation.

Conclusions People’s happiness depends on the

happiness of others with whom they are connected. This

provides further justification for seeing happiness, like

health, as a collective phenomenon.

INTRODUCTION

Emotional states can be transferred directly from one
individual to another by mimicry and “emotional
contagion,”1 perhaps by the copying of emotionally
relevant actions, particularly facial expressions. We
were interested in the impact of social network
structure on happiness, in the spread of happiness
between connected individuals, and in whether there
are geographical or temporal constraints on such
spread.

METHODS

Participants

The Framingham Heart Study was initiated in 1948,
when 5209 people in Framingham, Massachusetts,
were enrolled into the “original cohort.” In 1971, the
“offspring cohort,” composedofmost of the childrenof
the original cohort, and their spouses, was enrolled.
This cohort of 5124 people has had almost no loss to
follow-up other than death (only 10 people dropped
out). Enrolment of the so called “third generation
cohort,” consisting of 4095 children of the offspring
cohort, began in 2002. At regular intervals participants
in all these cohorts come to a central facility for detailed
examinations and collection of survey data.

Network ascertainment

Weused the offspring cohort as the source of 5124 key
individuals to study—whomwe term “egos.” Each ego
in this cohort is connected to other people via
friendship, family, spousal, neighbour, and coworker
relationships. Each relationship is a “social tie.” Each
personwhohas a relationshipwith an egowas called an
“alter.” We wanted to know how each of these alters
influences an ego. Many of the alters also happened to
bemembers of a studied cohort in Framingham, which
means thatwe had access to detailed information about
both the focal group (the “egos”) and the people to
whom they were connected (the “alters”). Overall,
within the entire Framingham Heart Study social
network, there were 12 067 individuals who were
connected at some point in 1971-2003.
We created the network dataset from administrative

tracking sheets used since 1971 to identify people close
to participants for the purpose of follow-up. Partici-
pants were asked to identify their relatives, “close
friends,”placeof residence, andplaceofwork to ensure
they could be contacted every two to four years for
follow-up.
The study recorded complete information about all

first order relatives (parents, spouses, siblings, chil-
dren), whether alive or dead, and at least one close
friend at up to seven examinations from 1971 to 2003.
Home address was also coded to determine neighbour
relationships. Specific information about place of
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employment allowed us to identify ties to coworkers
within thenetwork. For any givenego, a particular alter
can be in only one mutually exclusive category—that
is, spouse, sibling, friend, coworker, or neighbour.
There were 53 228 observed social ties between the
5124 egos and any other alters in any of the
FraminghamHeart Study cohorts, yielding an average
of 10.4 ties to family, friends, and coworkers over the
course of follow-up.

Given the compact nature of the Framingham social
network in the period 1971-2007, many of the
nominated contacts were also participants of one or
another FraminghamHeart Study cohort2 3 so we have
detailed survey and physical examination information
about both the ego and the alter. Importantly, 45% of

the 5124 egoswere connected via friendship to another
person in the study; there were 3604 unique observed
friendships for an average of 0.7 friendship ties per ego.
We can study three different types. An “ego perceived
friend” means the ego nominates an alter as a friend,
but the nomination is not reciprocated. An “alter
perceived friend” means that an alter nominates the
ego as a friend but not vice versa. Finally, a “mutual
friend” is one in which the nomination is reciprocal.
Wehypothesised that the influence a friendhas onan

egowouldbeaffectedby the typeof friendship,with the
strongest effects occurring between mutual friends,
followed by ego perceived friendships, followed by
alter perceived friendships.
At inception, 53%of theegoswerewomen;meanage

was 38 years (range 21-70); and mean education was
1.6 years of college (range 0-≥17 years of education).
Measures of occupational prestige for each ego at each
wave were also available (see appendix on bmj.com).
We studied 4739 of the 5124 egos who were alive in
1983 (the first time happiness was measured in the
Framingham study). All participants were followed
until 2003 as were any ties to alters noted during the
time period 1983-2003.

Measures

The median year of examination for the offspring
cohortwas 1986 for exam5, 1996 for exam6, and 2000
for exam 7.We assessed happiness with the Center for
Epidemiological Studies depression scale (CES-D).
See bmj.com for details.
We were interested not just in whether individuals

were happy or not but also in changes in their happiness
over time. We used the previous wave as a baseline
measure and evaluated the probability of an ego being
happyatasucceedingwave.At follow-up, theprevalence
of happinesswas 61% in exam6and59% in exam7.The
mean index scorewas10.7 in exam6and10.6 in exam7.
Between exams 6 and 7, for example, 16%of individuals
became happy, 13% became unhappy, 49% remained
happy, and 22% remained unhappy.

Network analysis

Social networks consist of two elements: individuals
(nodes) and the relationships (social ties) between them.
Once all the nodes and ties are known, one can draw
pictures of the network and discern every person’s
positionwithin it.Within anetwork, one can speakof the
“distance” between two people (also known as the
“degree of separation”), which is the shortest path in the
network from one person to another.
Once a full set of individuals and ties is observed,

there is only one network per se. This network,
however, can be analysed or drawn in various ways.
We used the Kamada-Kawai algorithm to prepare
images of networks (fig 1). This algorithm is a
visualisation tool that iteratively repositions nodes to
reduce the number of ties that cross each other.
To test whether clustering of happy and unhappy

people is due to chance, we compared the observed
clustering to the clustering in1000 randomlygenerated

1996

2000

Fig 1 | Happiness clusters in the Framingham social network. Graphs show largest component of

friends, spouses, and siblings at exam 6 (centred on year 1996, showing 1181 individuals) and

exam 7 (year 2000, showing 1020 individuals). Each node represents one person (circles are

female, squares are male). Lines between nodes indicate relationship (black for siblings, red for

friends and spouses). Node colour denotes mean happiness of ego and all directly connected

(distance 1) alters, with blue shades indicating least happy and yellow shades indicating most

happy (shades of green are intermediate)
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networks in which we preserved the network topology
and the overall prevalence of happiness but in which
we randomly shuffled the assignment of the happiness
value to each node.4 If clustering is occurring, then the
probability that an alter is happy given that an ego is
happy should be higher in the observed network than
in the random networks. This procedure also allowed
us to generate confidence intervals and measure how
far, in terms of social distance, the correlation in
happiness between ego and alter reaches.
Measures of centrality innetworks capture the extent

to which a node connects, or lies between, other nodes,
and hence its tendency to be positioned near the centre
of his or her local network. See bmj.com for details and
description of eigenvector centrality used here.

Statistical analysis

The association between the happiness of individuals
connected to each other, and the clustering within the
network, could be attributed to at least three processes:
induction,whereby happiness in one person causes the
happiness of others; homophily, whereby happy
individuals choose one another as friends and become
connected5; or confounding, whereby connected
individuals jointly experience contemporaneous expo-
sures. To distinguish between these effects requires
repeated measures of happiness,6 7 longitudinal infor-
mation about network ties, and information about the
nature or direction of the ties (for example, who
nominated whom as a friend).
We evaluated regression models of ego happiness as a

functionof ego’s age, sex, education, andhappiness in the
previous exam, and of the happiness of an alter in the
current and previous exam. Inclusion of ego happiness in
the previous exam helps to eliminate serial correlation in
the errors and also substantially controls for ego’s genetic
endowment and any intrinsic stable predilection to be
happy. Alter’s happiness in the previous exam helps to
control for homophily.67 We evaluated the possibility of
omitted variables or contemporaneous events or expo-
sures inexplaining theassociationsbyexamininghow the
type or direction of the social relationship between ego
and alter affects the association between them. We also
examined thepossible roleofexposure toneighbourhood
factors by examining maps (see appendix on bmj.com).
The main coefficient of interest in these regression

models is the one related to contemporaneoushappiness
in alters—that is, the extent to which an alter’s present
happiness, net of the alter’s previous happiness, is
associated with an ego’s present happiness, net of the
ego’s previous happiness.6 7 We used generalised
estimating equation procedures to account for multiple
observations of the same ego across waves and across
ego-alter pairings.8 We assumed an independent work-
ing correlation structure for the clusters.9 See bmj.com.

RESULTS

Examination of the social network indicates that happy
people tend to be connected to one another. Figure 1
shows the largest connected network component in
1996 and 2000 based on a restricted set of ties among

siblings, spouses, and friends (coworker and neigh-
bours are excluded to simplify the image).
The clusters of happy and unhappy people seen in the

networkare significantly larger thanexpectedbychance.
We can calculate the relationship of ego and alter
happiness at various degrees of separation bymeasuring
the probability that an ego is happy when an alter is
happy and comparing it to the same probability in a
simulated network in which we retain the observed
network ties and prevalence of happiness, but randomly
shuffle the observed happiness between nodes. We
found the association between ego and alter happiness is
significant up to three degrees of separation. A person is
15.3% (95% confidence interval 12.2% to 18.8%) more
likely to be happy if a directly connected alter (distance
one) is happy. The effect for distance two alters is 9.8%
(7.0%to12.9%)andfordistancethreealters is5.6%(2.4%
to 9.0%). See bmj.com.
Figure 1 also suggests a relation between network

centrality and happiness: people at the core of their local
networks seem more likely to be happy, while those on
theperipheryseemmore likely tobeunhappy.Wetested
this by computing eigenvector centrality measures for
each subject. Generalised estimating equation regres-
sions show that ego centrality is significantly associated
with improved future happiness: a 2 SD increase in
centrality (from low to medium or medium to high)
increases the probability of being happy at the next
examinationby14%(1%to29%,P=0.03).Moreover, the
relation between centrality and future happiness
remained significant even when we controlled for age,
education, and the total number of family and non-
family alters. Thus, it is not only the number of direct ties
but also the number of indirect ties that influence future
happiness. The better connected are one’s friends and
family, the more likely one will attain happiness in the
future. Conversely, happiness itself does not increase a
person’s centrality at subsequent time points (see
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Fig 2 | Alter type and happiness in the Framingham social

network. Friends, spouses, siblings, and neighbours

significantly influence happiness, but only if they live close to

ego. Effects estimated with generalised estimating equation

logit models of happiness on several different subsamples of

network (see table S6 in appendix on bmj.com)
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appendix on bmj.com). That is, network centrality leads
to happiness rather than the other way around.
We specified generalised estimating equation regres-

sionmodels of egohappinesswith thenumberofhappy
and unhappy alters in the previous exam as key
predictors. The relation is highly significant, with each
happy alter increasing the probability the ego is happy
by about 9% (P=0.001), and each unhappy alter
decreasing it by 7% (P=0.004). We also evaluated the
simultaneous effect of total number of alters (whether
happy or unhappy) and the fraction of alters who are
happy. These models show that happy alters consis-
tently influence ego happiness more than unhappy
alters, and only the total number of happy alters
remains significant in all specifications (see appendix
on bmj.com). Thus, the social network effect of
happiness is multiplicative and asymmetric. Each
additional happy alter increases the likelihood of
happiness, but each additional unhappy alter has little
or no effect. The emotional state of a person’s social
relationships is more important to one’s own emo-
tional state than the total numberof those relationships.
The principal determinant of a person’s happiness

was their previous happiness; individuals who were
happy at one wave were about three times more likely
than unhappy people to be happy at the subsequent
observation, depending on what class of alters were
included in the model. Age, sex, and education had
effects consistent with previous research, with women
being less happy then men and educated people being
slightly happier (see appendix on bmj.com).
Our main interest was the impact on an ego of the

happiness of others. Figure 2 shows the results of
generalised estimating equation models that distinguish
effects for friends, spouses, siblings, coworkers, and
neighbours. We can use these results to estimate what
wouldhappen to thehappiness of the ego if the alterwere
“switched” from being unhappy to being happy.
“Nearby” friends (who live within a mile (1.6 km)) and
whobecomehappy increase theprobability ego is happy
by 25% (1% to 57%). “Distant” friends (who live more
than a mile away) have no significant effect on ego.
Nearbymutual friends have a stronger effect thannearby
ordinary friends; when they become happy it increases
the probability egowill be happy by 63% (12% to 148%).

Incontrast, the influenceofnearbyalterperceived friends
ismuchweakerandnot significant (12%,−13%to47%). If
the associations in the social networkweremerely caused
by confounding, these effect sizes for different types of
friendships should bemore similar. That is, if some third
factor were explaining both ego and alter happiness, it
should not respect the directionality of the tie.
To further explore whether distance affects the

spread of happiness, we varied the cut off for nearby
friends. We found an ego is 42% (6% to 95%) more
likely to be happy if a friend who lives less than half a
mile (0.8 km) away becomes happy (net of controls,
including ego’s baseline happiness). In contrast, the
effect is only 22% (2% to 45%) for friends who live less
than twomiles (3.2 km) away, and it declines and ceases
to be significant at greater distances.
Past research also suggests that changes in happiness

are temporary and that people get used to good or bad
fortune after some time. An ego is 45% (4% to 122%)
more likely tobehappy if a friendwhowas examined in
the past half year becomes happy. In contrast, the effect
is only 35% (6% to77%) for friendswhowere examined
within the past year, and it declines and ceases to be
significant at greater periods of time.
Happiness spreads significantly more through same

sex relations than opposite sex relations (P=0.02, see
appendix on bmj.com), possibly helping to explain
why friends and next door neighbours exhibit stronger
effects than spouses (who in our sample were all
opposite sex). It should be noted, however, that the
difference in effect size for friends and spouses is not
significant (see appendix on bmj.com).
Finally, similarity in socioeconomic status probably

cannot explain the clustering of happy people as next
door neighbours have a much stronger influence than
neighbours who live a few doors down in the same
neighbourhood (and who consequently have similar
housing,wealth, and environmental exposures).More-
over, the geographical distribution of happiness is not
systematically related to local levels of either incomeor
education (seemaps in appendix on bmj.com). Both of
these factors suggest that contextual effects are
probably not driving our results.

DISCUSSION

While there are many determinants of happiness,
whether an individual is happy also depends onwhether
others in the individual’s social network are happy.
Happy people tend to be located in the centre of their
local social networks and in large clusters of other happy
people.Happiness of an individual is associatedwith the
happiness of people up to three degrees removed in the
social network. Happiness, in other words, is notmerely
a function of individual experience or individual choice
but is also a property of groups of people. Indeed,
changes in individual happiness can ripple through
social networks and generate large scale structure in the
network, giving rise to clusters of happy and unhappy
individuals. These results are even more remarkable
considering that happiness requires close physical
proximity to spread and that the effect decays over time.

WHAT IS ALREADY KNOWN ON THIS TOPIC

Previouswork onhappiness andwellbeing has focusedon socioeconomic and genetic factors

Research on emotional contagion has shown that one person’s mood might fleetingly
determine the mood of others

Whetherhappinessspreadsbroadlyandmorepermanentlyacrosssocialnetworks isunknown

WHAT THIS STUDY ADDS

Happiness is a network phenomenon, clustering in groups of people that extend up to three
degrees of separation (for example, to one’s friends’ friends’ friends)

Happiness spreads broadly in social networks

Network characteristics independently predict which individuals will be happy years into the
future
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Our results are consistent with previous work on the
evolutionary basis of human emotions and with work
focusing on the fleeting direct spread of emotions. In
addition to their internal and psychological
relevance,10 emotions play a specifically social role:
when humans experience emotions, they do not
generally keep them to themselves but tend to show
them. Like laughter and smiling, the emotion of
happiness might serve the evolutionarily adaptive
purpose of enhancing social bonds.11

The spread of happiness seems to reach up to three
degrees of separation, just like the spread of obesity2

and smoking behaviour,3 suggesting a “three degrees
rule” that might apply to many phenomena across
many human social networks.
Our findings also have relevance for public health.

To the extent that clinical or policy manoeuvres
increase the happiness of one person, they might
have cascade effects on others, thereby enhancing the
efficacy and cost effectiveness of the intervention.12

People are embedded in social networks and the health
and wellbeing of one person affects the health and
wellbeing of others. This fundamental fact of existence
provides a conceptual justification for the specialty of
public health. Human happiness is not merely the
province of isolated individuals.
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Commentary: Understanding social network analysis

Peter Sainsbury

In the linked study, Fowler andChristakis investigated
the new and intriguing hypothesis that people’s
happiness is influenced by, among other things, the
happiness of their acquaintances, particularly first
degree relatives, close friends, neighbours, and
coworkers.1 The authors cleverly use the Framingham
heart study’s existing database that includes, fortui-
tously rather than by design, information that can be
used for social network analysis. Their results broadly
confirm this hypothesis, but many readers will be
unfamiliar with social network analysis, confused by
the analytical techniques, andunsure about the validity
of the findings.
Humans are unavoidably social beings. Conse-

quently, not only does society exist, but its existence
is inevitable, and each person is influenced in many
ways by society at large and individuals and groups
within it. It follows that to understand the attributes of
individuals (for instance their behaviour and health)
the research toolkit must includemethods that explore
the social relationshipsbetweenpeople. Social network
analysis is one such method.

Put simply, by asking study participants to list the
people theyknow, andwhichacquaintancesknoweach
other, social network analysis researchers seek to
represent visually and analyse quantitatively the web
of relationships around and among people. Of course,
in reality, it is more complex than this. For instance,
researchersmay focuson the relationships aroundeach
individual or theymay aggregate these to construct the
more complex web of relationships within a commu-
nity (for instance a business organisation or a town); or
researchers may focus on everyone known to each
study participant or, more commonly, on a particular
group of their acquaintances (for instance their family
or the people they see daily). Depending on their
specific aims, researchers carefully phrase their ques-
tions to participants (the “name generators”) to identify
the types of acquaintances they are interested in.
Fowler and Christakis’s study has several strengths.

Firstly, when the information was collected it was not
intended that it would be used to measure happiness,
analyse social networks, or explore this hypothesis.
Consequently, the original data collection was not

Sydney South West Area Health
Service, Locked Bag 7008,
Liverpool, NSW 1871, Australia

sainsburyp@email.cs.nsw.gov.au

Cite this as: BMJ 2008;337:a1957
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biased by the researchers’ desire to confirm this
hypothesis or by the participants’ wishes to give
socially desirable answers. Secondly, although social
network analysis is complex and unfamiliar to many,
this researchmethod is commonlyusedby sociologists,
community psychologists, and others. Thirdly, despite
the sometimes large and overlapping confidence
intervals, the results are internally consistent and
robust to sensitivity analyses.
We should be cautious, however, for several reasons.

Firstly, a single community anda singledatabase thatwas
not designed to tackle this hypothesis was studied—
perhapsFramingham isunique in someway; perhaps the
data collection incorporated an unknown systematic bias
that produced these results. Secondly, the findings
concerning friends must be viewed cautiously because
the name generator used seems unlikely to have
encouraged respondents with several close friends to
name more than one. From a social network analysis
viewpoint it would have been preferable to ask
respondents to name all their close friends. This would
have generated more complete networks and made it
more likely that mutual friends would have been

identified. Also, the size of the influence of distant friends
(friendsof friends’ friends;5.6%)seemsoverly largewhen
the influence of a happy friend is only 14%. Thirdly, the
measure of happiness is well validated as a measure of
“positive affect,” but it will be interesting to see if similar
results are produced with different measures of happi-
ness. Fourthly, happiness is not everything; unhappy
acquaintances may contribute something other than
happiness to our lives.
In summary, Fowler and Christakis have produced

valuable, exciting, and reasonably robust results that
will stimulate new and productive lines of enquiry in
happiness studies.However, wemust not expect all the
details of their findings to be confirmed in subsequent
work. Don’t drop your unhappy friends yet.
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$178) fee for writing this article to Amnesty International.
Provenance and peer review: Commissioned; not externally peer
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Detecting implausible social network effects in acne, height,
and headaches: longitudinal analysis

Ethan Cohen-Cole,1 Jason M Fletcher2

ABSTRACT

Objective To investigate whether “network effects” can be

detected for health outcomes that are unlikely to be

subject to network phenomena.

Design Statistical analysis common in network studies,

such as logistic regression analysis, controlled for own

and friend’s lagged health status. Analyses controlled for

environmental confounders.

Setting Subsamples of the National Longitudinal Study of

Adolescent Health (Add Health).

Participants 4300 to 5400 male and female adolescents

who nominated a friend in the dataset and who were both

longitudinally surveyed.

Measurements Health outcomes, including headache

severity, acne severity, and height self reported by

respondents in 1994-5, 1995-6, and 2000-1.

Results Significant network effects were observed in the

acquisition of acne, headaches, and height. A friend’s acne

problems increased an individual’s odds of acne problems

(odds ratio 1.47, 95%confidence interval 0.93 to 2.33). The

likelihood that an individual had headaches also increased

with the presence of a friend with headaches (1.62, 0.91 to

2.89); and an individual’s height increased by 20% of his/

her friends’ height (0.15 to 0.26). Each of these results was

estimated by using standard methods found in several

publications. After adjustment for environmental

confounders, however, the results become uniformly

smaller and insignificant.

Conclusions Researchers should be cautious in attributing

correlations in health outcomes of close friends to social

network effects, especially when environmental

confounders are not adequately controlled for in the

analysis.

INTRODUCTION

Providing credible estimates of the effects of social
networks in choices and outcomes in health is important
for suggesting policies that could improve health via
social networks. For example, Christakis and Fowler
havepresentedevidenceof theperson topersonspreadof
obesityandquittingsmokingamongfriends.12Raspeetal
proposed that back pain might be a “communicable
disease.”3

Manymethods used to estimate social network effects
are subject to potentially large biases that result in the
increased likelihood of detecting social network effects
where none exists. For example, the use of standard
econometric methods on peer effects substantially
reduces evidence of social network effects in obesity.4

Previouswork that claimed to find social contagion in the
diffusion of prescription drugs was confounded by
marketing effects.5

Using standard methods we examined whether one
can “find” network effects using commonmethods even
in health outcomes that are unlikely to be transmitted
socially: acne, headaches, and height.

This article is an abridged version
of a paper that was published on
bmj.com. Cite this article as: BMJ
2008;337:a2533
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METHODS

We focused on two main empirical difficulties in
estimatingsocialnetworkeffectswithinreferencegroups:
firstly, that friendship selection is non-random and,
secondly, that confounding factors affect all members of
the reference group. The first creates correlations in
health outcomes because individuals in good (or bad)
health tend to associatewithother individuals in good (or
bad) health. This non-random pattern of association
across individuals can lead to correlations in health
outcomes between friends that are not caused by direct
social network effects.
The second difficulty, environmental confounding,

can occur when a feature of the shared environment
affects all individuals in the same reference group. For
example, a fast food restaurant, or gym opening near a
school could simultaneously affect the weight of all
individuals in networks within the school. Importantly,
the presence of (often unmeasured) shared surroundings
can lead toerroneously implicating socialnetworkeffects
in individual outcomes where none exists.
The problem of selection has been addressed through

theuseof fixedeffectsor influencing randomassignments
of reference groups. Other authors include lagged
variables in the empirical model, though in general this
practiceproducesbiasedresults.4Newresearchcombines
multiple strategies to address the multiple difficulties.6

The problem of confounding has generally been
addressed by controlling for a rich set of individual,
family, and environmental characteristics or using fixed
effects at the group level.7 The problem, of course, is that
social groups are often faced with similar environmental
characteristics. If these areneglected, one can improperly
interpret the results to imply that true “network effects”
exist.

Weargue that the test statisticsdrawnfromwhatwecall
the “standard” approach are incorrect. In particular,
because research has not accounted for the problems
above, the standarderrors fromthe simplemodelswill be
unreasonably small. If standard errors are too small, a
researcher will be more likely to reject, incorrectly, any
given null hypothesis.
It is simple in empirical work to assume that whatever

information is available in the dataset is the same
information that describes the social environment in
which people live. The problem is that the datasets used
were rarely, if ever, constructed with this type of analysis
in mind. Inclusion of the individual’s race, income, etc,
might be reasonable proxies for some studies but cannot
distinguish two otherwise similar groups that have
different environments. Estimating a regression of any
type without this salient information might show a
“network effect” if one school, for example, is next to a
fast food restaurant and another is not.
Though there are different approaches to estimating

social network effects, we focused on the approach used
in Christakis and Fowler,12 which addresses selection
issues by controlling for lagged health outcomes.
Unfortunately, unless selection is conditioned only on
this variable, these methods might lead to spurious
results. For example, if friendships are formed based on
characteristics like self esteem, and if self esteem affects
both current weight and future weight in differing ways,
then adjustment for current peer weight status will not
capture the self selection of friends based on self esteem
that also affects future weight.8 Finally, in the presence of
social networkeffects, theuseof laggedvariables can lead
tobias inestimationapart fromthe issuesof self selection.9

The second issuewith thesemethods—confounding—
hinges on whether appropriate variables are included in
the regression analysis. Common environmental expo-
sures might produce the appearance of “social network
effects” if not controlled for in the empirical models,
particularly ifonly the typeanddirectionof the friendship
networks are used for adjustment.

Data source

Weuse theAddHealthdataset toexaminesocialnetwork
effects in three health outcomes for a national sample of
adolescents. A full description of the sample design, data,
and documentation is available at www.cpc.unc.edu/
addhealth.
As we intended to investigate potential biases in

previous methods, we looked at three health outcomes
that could not credibly be subject to social network
effects and were available in all three waves of the data:
self reports of skin problems, self reports of headaches,
and height over time. See bmj.com for details of
measurements.
We had information on friends for over 5000

individuals, about 2000-3000 of whom were followed
over time along with at least one same sex friend,
depending on the health outcome. Nearly two thirds of
the individuals in our sample were matched to only one
friend’s health because of the sample design.We selected

Table 1 | Association between own health status and friend’s health status (skin problems and

headache) at baseline and extended specifications. Figures are odds ratios with robust

standard errors

Outcome Unadjusted Adjusted*

Skin problems

Control for environmental confounding No Yes

Lagged own skin problem 6.48† (1.09) 4.90† (0.85)

Friend’s skin problem 1.62‡ (0.48) 1.23 (0.35)

Lagged friend’s skin problem 0.89 (0.29) 0.75 (0.24)

Wave 1.78 (1.06) 1.56 (1.06)

Fixed effects None School

No of observations 4540 3856

Headache

Control for environmental confounding No Yes

Lagged own headache problem 5.20† (0.86) 3.85† (0.62)

Friend’s headache problem 1.47‡ (0.34) 1.14 (0.27)

Lagged friend’s headache problem 1.13 (0.26) 1.09 (0.25)

Wave 0.67 (0.36) 0.77 (0.43)

Fixed effects None School

No of observations 5292 4750

*Sex, age, race, maternal education, family income, grade level in wave 1, indicator for missing family

information.

†P<0.001.

‡P<0.1.
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only one friend to be consistent with previous research.
These sample sizes gave us about 4000 person year
observations foreachanalysis.Seebmj.comfor summary
statistics.
Though there are several important differences

between the Add Health and the Framingham Heart
Study used in previous research,1 2 the two datasets are
sufficiently similar to use to evaluate the role of
transmission mechanisms.4

RESULTS

Table 1 shows baseline estimates for self reported skin
problems, with unadjusted data and data adjusted for
environmental confounding through the use of school
fixed effects. Our baseline unadjusted results suggest that
having a friend with skin problems increases the
respondent’s chances of skin problems (odds ratio 1.62,
95% confidence interval 0.91 to 2.89). While the
unadjusted result is significant only at the 10% level, our
intention is not to state that the effects are relevant but to
show that the findings are fragile. The 5% standard,
typically drawn from Fisher’s recommended threshold,
wasnever intendedtobeastrictone,butratherreasonable
guidance as a threshold for rejection of the null.

This empirical model generates such large results
that we would reject a null at the 10% level even when
the true contagion effect is zero. The magnitude of our
result (relative riskof1.58) is similar to the57%increase
in risk of becoming obese when a friend is obese, as
reported elsewhere,1 and larger than the 36% increase
in quitting smoking when a friend quits.2

For self reported headache problems our unadjusted
baseline results suggest that having a friend with
headacheproblems increases the respondent’s chances
of headache problems. Again, this result is marginally
significant but quite large in magnitude.
In the adjusted results, we show that adding simple

controls for environmental confounding reduces the
“social network effect” by over 50% and renders the
results indistinguishable from zero. We controlled for
school level fixed effects in our empirical models to
control for all environmental conditions shared by
students in the same school. Previous research
controlled only for a limited set of individual level
variables and time effects but no other shared environ-
mental factors. Inclusion of school level fixed effects
does not provide precise information on network
specific confounders, but even a relatively blunt
measure is effective at correcting spurious results.
Finally, we examined the “social network effects” of

height between friends. We used ordinary least squares
regressionanalysisbecauseof thecontinuousnatureof the
outcome (table 2). Our baseline findings in column 1
suggest strong contagion in height between friends over
time. This finding for height is driven by a different
specification error that is particularly acute for height but
might be more generally applicable to other health
outcomes that do not change often over time. For the case
of height, the correlation between waves is greater than
0.95. This high multicollinearity probably generates the
“social network effects” in a case (height)wherewewould
expectnotruecontagiouseffects.Theassociationbetween
friend’s current height and the respondent’s current
height was 0.18, but much of this correlation can be
explained with adjustment for lagged respondent height,
but friend’sheight is still associatedwithownheightwitha
P value <0.10 and a small magnitude. Finally, we
controlled for school fixed effects, which reduced the
magnitude of the “social network effect” of height.

DISCUSSION

The methods of detecting “social network effects” of
health outcomes commonly found in the recent medical
literature might produce effects where none exists. The
presence of network effects in three health outcomes—
headaches, skinproblems, andheight—disappearedafter
we controlled for environmental confounders. These
methods might produce fragile results and consequently
canproducepremature claimsof social networkeffects in
health outcomes. Lack of controlling for confounding
factors is not a solution in itself, but any individual study
needs to fully articulate the necessary assumptions and
explain how common identification issues apply to the
study.

Table 2 | Association between own height and friend’s height difficulties with multicollinearity

and confounding*. Figures are odds ratios with robust standard errors

Variable Col 1 Col 2 Col 3 Col 4

Lagged own height 0.89† (0.01) — 0.88† (0.01) 0.881† (0.01)

Friend’s height 0.21† (0.03) 0.18† (0.022) 0.01‡ (0.01) 0.009 (0.01)

Lagged friend’s height −0.21† (0.03) — — —

Wave 1.37† (0.08) 0.11 (0.21) 1.678† (0.09) 1.580† (0.11)

Fixed effects

Observations 4284 4284 4284 4284

R2 0.91 0.53 0.91 0.91

*Additional controls: sex, age, race, maternal education, family income, grade level in wave 1, indicator for

missing family information. Column 1 recreates previous specifications by controlling both own and friend’s

lagged height. Column 2 repeats column 1 except lagged own height and lagged friend’s height are not

controlled. Column 3 repeats column 2 with the addition of lagged own height. Column 4 repeats column 3 with

the addition of controls for environmental confounding in the form of school level fixed effects.

†P<0.001.

‡P<0.1.

WHAT IS ALREADY KNOWN ON THIS TOPIC

Recent research has shown that individualswho are socially connected also engage in similar
health behaviours and have similar health outcomes

Socially connected individuals might have similar outcomes because they share similar
environments, because they purposefully select their connections, or because their
connections causally influence their behaviours and outcomes

These competing hypotheses are difficult to distinguish usingmany current empiricalmodels,
which might lead to the detection of causal “social network effects” where none exists

WHAT THIS STUDY ADDS

Current empirical methods used to estimate causal social network effects might detect
implausible network effects, including “contagion” in headaches, skin problems, and height
between adolescent friends

Caution is needed in attributing causality in empirical studies of social network effects;
empirical models are needed that can distinguish causal and non-causal channels of social
influence

RESEARCH

30 BMJ | 3 JANUARY 2009 | VOLUME 338



Strengths and weaknesses

We used common empirical methods and sets of
control variables to show that the evidence of social
network effects can largely be eliminated after adjust-
ment for environmental confounders. Weaknesses of
the study include our inability to test additional
implausible health outcomes within this sample and
themarginal levels of significance for two of our health
outcomes. See bmj.com.
There is a need for cautionwhen attributing causality

to correlations in health outcomes between friends
using non-experimental data. While it will probably
not be harmful for policy makers and clinicians to
attempt to use social networks to spread the benefits of
health interventions and information, the current
evidence is not yet strong enough to suggest clear
evidence based recommendations.
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Elbowextension test to rule out elbow fracture:multicentre,
prospective validation and observational study of
diagnostic accuracy in adults and children

A Appelboam,1 A D Reuben,1 J R Benger,2 F Beech,3 J Dutson,4 S Haig,3 I Higginson,2 J A Klein,5 S Le Roux,6

S S M Saranga,6 R Taylor,1 J Vickery,1 R J Powell,7 G Lloyd1

ABSTRACT

Objective To determine whether full elbow extension as

assessed by the elbow extension test can be used in

routine clinical practice to rule out bony injury in patients

presenting with elbow injury.

Design Adults: multicentre prospective interventional

validation study in secondary care. Children: multicentre

prospective observational study in secondary care.

Setting Five emergency departments in southwest

England.

Participants 2127 adults and children presenting to the

emergency department with acute elbow injury.

Intervention Elbow extension test during routine care by

clinical staff to determine the need for radiography in

adults and to guide follow-up in children.

Main outcome measures Presence of elbow fracture on

radiograph, or recovery with no indication for further

review at 7-10 days.

Results Of 1740 eligible participants, 602 patients were

able to fully extend their elbow; 17 of these patients had a

fracture. Two adult patients with olecranon fractures

needed a change in treatment. In the 1138 patients

without full elbow extension, 521 fractures were

identified. Overall, the test had sensitivity and specificity

(95% confidence interval) for detecting elbow fracture of

96.8% (95.0 to 98.2) and 48.5% (45.6 to 51.4). Full elbow

extension had a negative predictive value for fracture of

98.4% (96.3 to 99.5) in adults and95.8% (92.6 to 97.8) in

children. Negative likelihood ratios were 0.03 (0.01 to

0.08) in adults and 0.11 (0.06 to 0.19) in children.

Conclusion The elbow extension test can be used in

routine practice to inform clinical decision making.

Patients who cannot fully extend their elbow after injury

should be referred for radiography, as they have a nearly

50%chance of fracture. For those able to fully extend their

elbow, radiography can be deferred if the practitioner is

confident that olecranon fracture is not present. Patients

who do not undergo radiography should return if

symptoms have not resolved within 7-10 days.

INTRODUCTION

Only a minority of patients with elbow injury have a
fracture, and although clinical decision rules for other
limb injuries are well recognised,1 2 no guidelines have
been established to indicate which patients with an
elbow injury require radiography.
The elbow extension test has been proposed as a

simple means of excluding the need for a radiograph,
but has yet to be validated in routine practice and has
not been well studied in children.3-5

Our objective was to determine whether the elbow
extension test could be used in routine clinical practice
to rule out bony injury in patients presentingwith acute
elbow injury.
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METHODS
Design and setting

We did a multicentre, prospective validation study in
adults and an observational study in children who
presented with acute elbow injury to five emergency
departments. As the diagnostic accuracy of the test had
not been assessed in children, we did not think an
interventional study was justified in this group.

Participants

Adults (>15 years old) and children (3-15 years)
presenting to the participating centres within 72
hours of elbow injury were consecutively recruited to
the trials. For inclusion and exclusion criteria see
bmj.com.
We judged that for the elbow extension test to be

clinically acceptable as a single test for universal use to
rule out elbow fracture, sensitivity needed to be greater
than 99%. With the 3/n rule for zero numerators, 300
adults and 300 children with full elbow extension and
no significant fracture would yield a test sensitivity of
100% for each group, with 95% confidence intervals
between 99% and 100%.

Interventions

All patientswith elbow injurywere identifiedon arrival
during normal registration and triage, and were given
analgesia in accord with standard protocols. A doctor
or emergency nurse practitioner then screened and
recruited each patient during routine care. Recruit-
ment ratewasmonitored andwas constant between the
centres.
The treatingpractitionerperformed the standardised

elbow extension test (box) as part of the examination.
Adult patients with full extension did not undergo
radiography and were discharged with analgesia and a
sling as needed. Children underwent radiography at
the discretion of the treating practitioner, regardless of
the result of the elbow extension test. All patients who
did not undergo radiography received a structured
follow-up assessment by telephone at 7-10 days.
Patients who met any of the recall criteria (inability to
fully straighten their elbow, pain worsening or not
improving, any functional problems, or any other
concern) were recalled to the emergency department
for radiography. Those not requiring recall were
assumednot tohave a clinically significant bony injury.
The reference standard was the final discharge

diagnosis for patients followed up in an orthopaedic
clinic, the formal report of a radiologist blinded to the
result of the extension test for those not followed up in

an orthopaedic clinic, and the result of the structured
telephone interview at 7-10 days for those who did
not undergo follow-up in an orthopaedic clinic or
radiography.
We calculated test characteristics (sensitivity, speci-

ficity, predictive values and likelihood ratios) with 95%
confidence intervals, and compared proportions by χ2

test to obtain P values. See bmj.com.

RESULTS

We screened 2127 patients for eligibility over
21months (July 2004-April 2006). Of these, 960 adults
and 780 children were recruited to the study and
underwent the elbow extension test. The age range of
the adults was 16-94 (mean 38) years; 51% were male.
Among the children, the age range was 3-15 (mean 10)
years and 52% were male. The overall prevalence of
fracturewas31%(538/1740).For recruitment and table
showing results of the test see bmj.com.

Adults

Of the 958 adults included in the analysis, 313 (33%)
were able to fully extend their elbow, and of these all
but twowere followedup.Five fractureswere identified
in those patients with full elbow extension, and of these
two required operative intervention (both olecranon
fractures).
Seven hundred and five adults (73%) underwent

radiography at their first visit. Fifty eight protocol
violations occurred, mostly by temporary staff (52
patients), but also in patients who underwent radio-
graphy for a potential foreign body (three) or at the
request of their general practitioner (three).
Of the 647 adults who could not fully extend their

injured elbow, 311 (48%) had confirmed fractures and
84 had elbow joint effusions.

Children

Of the 778 children included in the analysis, 289 (37%)
could fully extend their elbow, and of these patients all
but two were followed up. We found 12 fractures (all
identifiedat first visit) and six effusions in thosewith full
elbow extension none of which required operative
intervention.
Of the 491 children who could not fully extend their

injured elbow, 210 (43%) had confirmed fractures and
59 had elbow joint effusions.

Test characteristics

A reference standard was determined in 1736 of the
1740 patients. Overall, test sensitivity and specificity

This article is an abridged version
of a paper that was published on
bmj.com. Cite this article as: BMJ
2008;337:a2428

Elbow extension test characteristics (95% confidence intervals shown in parentheses)

Adults Children Combined

Fracture Fracture or effusion Fracture Fracture or effusion Fracture Fracture or effusion

Sensitivity 98.4 (96.3 to 99.5) 97.3 (95.2 to 98.6) 94.6 (90.7 to 97.2) 93.7 (90.3 to 96.2) 96.8 (95.0 to 98.2) 95.8 (94.0 to 97.2)

Specificity 47.7 (43.7 to 51.6) 54.3 (50.1 to 58.6) 49.5 (45.2 to 53.7) 54.8 (50.3 to 59.2) 48.5 (45.6 to 51.4) 54.6 (51.5 to 57.6)

Negative predictive value 98.4 (96.3 to 99.5) 96.5 (93.8 to 98.2) 95.8 (92.6 to 97.8) 93.7 (90.1 to 96.2) 97.2 (95.5 to 98.3) 95.2 (93.1 to 96.7)

Positive predictive value 48.1 (44.2 to 52.0) 61.0 (57.2 to 64.8) 42.8 (38.4 to 47.3) 54.8 (50.3 to 59.2) 45.8 (42.9 to 48.7) 58.3 (55.4 to 61.2)

Positive likelihood ratio 1.88 (1.75 to 2.03) 2.13 (1.95 to 2.34) 1.87 (1.72 to 2.05) 2.07 (1.88 to 2.30) 1.88 (1.78 to 1.99) 2.11 (1.97 to 2.26)

Negative likelihood ratio 0.03 (0.01 to 0.08) 0.05 (0.03 to 0.09) 0.11 (0.06 to 0.19) 0.11 (0.07 to 0.18) 0.06 (0.04 to 0.10) 0.08 (0.05 to 0.11)
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for detecting elbow fracture are shown in the table. A
“worst case” sensitivity analysis, assuming that frac-
tures were present in the four patients who were lost to
follow-up and in all patients with effusions, gave an
overall sensitivity of 95.3% for thedetectionof fracture.
The negative predictive values and negative like-

lihood ratios are also shown in the table.
In practice, adults who could fully extend their elbow

afteracute injuryhada1.6%(95%confidenceinterval0.5
to 3.7) chance of fracture. In children the risk was 4.2%
(2.2 to 7.4), despite the greater prevalence of fracture in
adults (316/958, 33%) than in children (222/778, 29%:
χ2=3.98, P=0.046, df=1). The proportion of patients with
a fracture who were not able to fully extend their elbow
(sensitivity) was significantly greater in adults (311/316,
98.4%) than in children (210/222, 94.6%: χ2=6.23,
P=0.013, df=1). The specificity of the test did not differ
between adults (306/642, 47.7%) and children (275/556,
49.5%: χ2=0.39, P=0.53, df=1).

DISCUSSION

In this study we found that the elbow extension test,
used in routine clinical practice, has a high sensitivity
and negative predictive value for elbow fracture. The
test was able to rule out a fracture and the need for
radiography in about a quarter of patients presenting
with acute elbow injury. This finding is useful, as over a
third of patients with elbow injury3-5 are able to fully
extend their elbow at presentation. Patients who could
not fully extend their elbowhad anearly 50%chance of
radiologically confirmed fracture.
The lownegative likelihood ratio confirms that this is

a powerful test to rule out fracture in adults,6 but the test
does not exceed the sensitivity of 99% that we had
previously judged as being clinically desirable. Ninety
nine per cent sensitivity is a challenging standard, and
our test has similar properties, in terms of sensitivity
and specificity, to established clinical decision rules for
other joints.7Ultimately, applicationof this testwill rely
on physicians’ judgment, informed by the risk and
consequences of false negatives, and by the availability
of a gold standard diagnostic test (radiography) and
follow-up. Most false negative results are likely to be
minor or occult fractures that require no change in
treatment.8 However, we advise caution in the use of
the elbowextension test as a single clinical decision rule
for universal use, in viewof the twoolecranon fractures
in adults, and the risk of occult supracondylar fractures

in children.9 The false negative rate is also higher in
children than adults.

STRENGTHS AND LIMITATIONS

This study was carried out by usual practitioners in
emergency departments during routine assessment of
patients, reflecting the probable application of this test
in real practise. The sample size was sufficient to meet
our objectives, with suitably narrow confidence inter-
vals. A high follow-up rate was essential to the study
design, and ensured that a sensitivity analysis made no
significant difference to the results.
It is possible that, our follow-up protocol might not

have identified all patients with a fracture undetected
by the test, and the recall criteria used are not validated.
However, clinically significant injuries are unlikely to
have been missed using this low threshold for patient
recall, and a review of the database found no evidence
of subsequent reattendance in patients who were
discharged.
We did not assess interobserver agreement, and

therewasnomechanism to recordor analyse equivocal
results. While this may have contributed to the worse
performance of the test in children than in adults, an
under appreciation of the normal hyperextension in
some children’s elbows, or inadequate comparisons to
the uninjured limb, are other possible explanations.

COMPARISON WITH PREVIOUS STUDIES

The incidences of full elbow extension and fracture in
our study were similar to those reported in previous
smaller studies.3 4 10 The sensitivity of the test was also
consistent with these studies, but with much narrower
confidence intervals.

CONCLUSIONS

Patients with recent elbow injury who cannot fully
extend their elbow should be referred for radiography.
Those who are able to fully extend do not need
radiography,provided thepractitioner is confident that
olecranon fracture is not present, that caution is used in
children, and that the patient can return for reassess-
ment if their symptoms have not resolved in 7-10 days.
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WHAT IS ALREADY KNOWN ON THIS TOPIC

No clinical decision rule exists for deciding which patients with acute elbow injury require
radiography

The elbow extension test has been proposed as a simple test to rule out the need for
radiography, but it has not been validated in routine practice

WHAT THIS STUDY ADDS

The elbow extension test can be used in routine practice.

The testeffectively rules out theneed for radiography inpatientswitha recent elbow injury and
full joint extension; caution should be used in children and in patients with suspected
olecranon fracture

The elbow extension test

The seated patient, with

exposed and supinated

arms, is asked to flex

their shoulders to 90

degrees and then fully

extend and lock both

elbows. Injured and

uninjured sides are

compared visually and

those with equal

extension recorded as

“full extension.”
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Risk of Parkinson’s disease after hospital contact for head
injury: population based case-control study

Kathrine Rugbjerg,1 Beate Ritz,2 Lise Korbo,3 Nick Martinussen,1 Jørgen H Olsen1

ABSTRACT

Objective To determine whether a hospital contact for a

head injury increases the risk of subsequently developing

Parkinson’s disease.

Design Population based case-control study.

Setting Denmark.

Participants 13695 patients with a primary diagnosis of

Parkinson’s disease in the Danish national hospital

register during 1986-2006, each matched on age and sex

to five population controls selected at random from

inhabitants in Denmark alive at the date of the patient’s

diagnosis (n=68445).
Main outcome measures Hospital contacts for head

injuries ascertained from hospital register; frequency of

history of head injury.

Results An overall 50% increase in prevalence of hospital

contacts for head injurywas seenbefore the first registration

of Parkinson’s disease in this population (odds ratio 1.5,

95% confidence interval 1.4 to 1.7). The observed

association was, however, due almost entirely to injuries

that occurred during the threemonths before the first record

of Parkinson’s disease (odds ratio 8.0, 5.6 to 11.6), and no

association was found between the two events when they

occurred 10 or more years apart (1.1, 0.9 to 1.3).

Conclusions The steeply increased frequency of hospital

contacts for ahead injuryduring themonthspreceding the

date at which Parkinson’s disease was first recorded is a

consequence of the evolving movement disorder rather

than its cause.

INTRODUCTION

Parkinson’s disease is a movement disorder charac-
terised mainly by rigidity, bradykinesia, postural
instability, and tremor.1 2 The symptoms are related
to a relative deficiency of the neurotransmitter
dopamine, causing imbalances in the related neural
circuitry following the accelerated death of dopami-
nergic neurones in the substantia nigra of the brain.3

Apart from a few patients with genetically caused
parkinsonism, the reason for the degeneration is
unknown, although several non-genetic risk factors
have been examined. One such risk factor is previous
injury to the head, a hypothesis first put forward by
James Parkinson in 1817 (see bmj.com).4 Here, we
report the results of the largest population based case-

control study of Parkinson’s disease subsequent to
hospital contact for a head injury.

METHODS

Danish hospital register

The Danish national hospital register was instituted on
1 January 1977 and contains individual information on
all admissions for medical conditions other than
psychiatric diseases to hospitals in Denmark.5 Any
contact of a Danish resident with the hospital system
generates a record in the hospital register, which
includes the personal identification number of the
patient, permitting accurate linkage between registers.

Study populations

Weidentified13739patientswitha first timediagnosis of
Parkinson’s disease in the files of the hospital register
during the period 1986-2006. After exclusion of patients
who were citizens of Greenland (n=1) and patients who
were younger than 35 years at the time of first hospital
admission for Parkinson’s disease (n=43), we were left
with a case group of 13695 patients: 7423men and 6272
women. To validate the diagnosis of Parkinson’s disease
listed in the hospital register, we used a continuously
updated national prescription database started on 1
January 1995, which covers all prescribed drugs
dispensed at any pharmacy in the country.6

For each patient, we chose five control subjects at
random from the Danish central population register
from among all inhabitants of the same sex and year of
birthwhowerealive at the indexdateof their respective
case (incidence density sampling). Although we aimed
to recruit five control subjects for each case, 26 cases
were matched with either two, three, or four controls,
yielding a total of 68 445 controls.

Register information on head injuries

We re-linked cases and linked controls to the files of the
Danish hospital register to ascertain hospital contacts for
head injury that occurredbefore the indexdates andafter
1 January1977.Asameasureof severity,we rankedhead
injuries in the following order: concussion < fractured
skull<intracranialhaemorrhage/cerebralcontusion.We
included both primary and supplementary diagnoses of
head injuries. However, using inpatient and outpatient
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information toverifycasesofhead injuryalso implies that
the study is unable to evaluate the consequences of mild
and perhaps repeated trauma to the head as these do not
usually lead to a hospital contact.

Analyses

We compared the frequency of a history of a previous
head injury in Parkinson’s disease patients with that of
their population controls. We expressed the association
as an odds ratio derived from a conditional logistic
regression analysis for matched sets. We estimated risks
for various intervals between the hospital contact for a
head injury and the first registration of a diagnosis of
Parkinson’s disease (0-3months, 4-12months, 1-4 years,
5-9 years, 10-14 years, 15-19 years, ≥20 years) (see
bmj.com).

RESULTS

The average age of patients at their first hospital contact
for Parkinson’s disease was 73.0 years (72.5 for men and
73.6 for women). Of the patients, 566 (4.1%) were
reported as having had at least one hospital contact for a
head injury before the index date. For the 68 445
population controls (37101 men and 31344 women),

the corresponding figure was 1904 (2.8%). Thus, a head
injury of any type was significantly more prevalent
among people in whom Parkinson’s disease was subse-
quentlydiagnosed thanamongpopulationcontrols (odds
ratio 1.5, 95% confidence interval 1.4 to 1.7).
As indicated in the figure, the increased overall risk of

Parkinson’s disease seemed to be due almost entirely to
head injuries that occurred during the three months
before a first hospital contact for the disease (odds ratio
8.0, 5.6 to 11.6). Head injuries that had occurred within
four months to nine years before were associated with
onlyamodestly increasedriskofParkinson’sdisease (1.5,
1.3 to 1.7), and those occurring even more distantly in
time showed no association (≥10 years: 1.1, 0.9 to 1.3).
Similaranalysesdone separately foreachof the three sub-
entities of head injuries showeda riskpattern comparable
to the one for all types of head injuries combined (table).
The estimated risk for concussion, representing the
mildest forms of head injury, showed some increase in
all timewindows fromzero tonineyearsbeforediagnosis
of Parkinson’s disease, but we found a clear negative
trend with increasing time between the two events
(P<0.0001) (table).
For the subset of people for whom the head injury was

the main diagnosis and the primary reason for the
hospital contact, we combined type of injury and length
of stay in hospital as a proxymeasure for severity. In this
analysis, we excluded head injuries registeredwithin one
year of a first record of Parkinson’s disease, as we
considered that such injuries might have been a result of
the evolvingmovement disorder rather than a risk factor.
We found no indication of an increased risk of
Parkinson’s disease after an accident that resulted in a
fractured skull or intracranial haemorrhage/cerebral
contusion, irrespective of length of stay in hospital for
the injury. (See bmj.com for all results.)

DISCUSSION

In this population based case-control study of more than
13000 patients with a primary diagnosis of Parkinson’s
disease, a previous, medically confirmed diagnosis of a
head injury treatedatahospitalorclinic increased the risk
ofParkinson’sdiseaseby50%comparedwithageandsex
matched population controls. This association was,
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Type of head injury
No of cases/controls
(n=13 695/68 445)

Odds ratio
(95% CI)

Concussion

Latency:

0-3 months 54/41 6.6 (4.4 to 9.9)

4-12 months 38/99 1.9 (1.3 to 2.8)

1-4 years 106/298 1.8 (1.4 to 2.2)

5-9 years 133/480 1.4 (1.1 to 1.7)

10-14 years 76/320 1.2 (0.98 to 1.5)

15-19 years 53/254 1.0 (0.8 to 1.4)

≥20 years 41/161 1.3 (0.9 to 1.8)

Total 501/1653 1.5 (1.4 to 1.7)

Fractured skull

Latency:

0-3 months 6/3 10.0 (2.5 to 40)

4-12 months 2/3 3.4 (0.6 to 20)

1-4 years 6/27 1.1 (0.5 to 2.7)

5-9 years 11/53 1.0 (0.5 to 2.0)

10-14 years 10/47 1.1 (0.5 to 2.1)

15-19 years 4/22 0.9 (0.3 to 2.6)

≥20 years 4/15 1.3 (0.4 to 4.0)

Total 43/170 1.3 (0.9 to 1.8)

Traumatic intracranial haemorrhage/cerebral contusion

Latency:

0-3 months 19/7 13.6 (5.7 to 32)

4-12 months 6/27 1.1 (0.4 to 2.4)

1-4 years 12/64 0.9 (0.5 to 1.7)

5-9 years 14/86 0.8 (0.5 to 1.4)

10-14 years 10/45 1.1 (0.6 to 2.2)

15-19 years 3/28 0.5 (0.2 to 1.8)

≥20 years 4/10 2.0 (0.6 to 6.4)

Total 68/267 1.3 (0.98 to 1.7)
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however, due entirely to head injuries that had occurred
less than 10 years before the first hospital contact for
Parkinson’s disease, particularly injuries occurring dur-
ing the three months preceding the first hospital contact
for Parkinson’s disease.
If our finding of an overall association between a head

injury and Parkinson’s disease represented a true causal
relation,wewouldhave tohypothesise that thebiological
mechanism linking the injury to thediseasemustbe rapid
—that is, immediately inducing extensive cell death,
preferentially in thesubstantianigraof thebrain.Anoften
proposed mechanism for the purported link is that head
injuries damage the blood-brain barrier, exposing the
brain to inflammatory factors, toxins, and antigens.78

According to McGeer and colleagues, this process, if
uncontrolled, can result in chronic inflammation and
activatedmicroglia, leading to Parkinson’s disease over a
decade or two.9 This hypothesised pathogenic process is
clearly in conflict with the findings of our study.
We find it more reasonable to conclude that our

findings of a positive association between head injuries
and a hospital contact for Parkinson’s disease can be
explained by reverse causality. Recent findings sug-
gesting that poor balance is an early sign of Parkinson’s
disease support this interpretation.10

Comparison with earlier studies

Our results contrast with the findings of several of the
earlier interview based case-control studies,7 8 11-15 as
well as a previous medical record review study in the
Mayo Clinic system.16 These interview based case-
control studies may, however, be influenced by recall
bias. As patients with Parkinson’s disease have an
increasing number of accidental falls as the disease
progresses, they might tend to recall and report head
injuries more frequently when asked.

Limitations

The limitations of our study are lack of information on
diagnostic details for patients with Parkinson’s disease
and lack of information on the date of first symptoms of
Parkinson’sdiseaseor thedateof first treatmentwithanti-
parkinsonian drugs for the entire study group. Our
linkage of a subgroup of patients to the files of a national
prescription database revealed that 9% of cases never

received treatmentwith anti-parkinsonian drugs, indicat-
ing some diagnostic misclassification. If this disease
misclassification is non-differential with respect to
exposure, it would tend to dilute—but not remove—a
truly positive or negative association between a head
injury and Parkinson’s disease, leading to an under-
estimate of the risk.
Milder single and repeated head injuries were not

included, as we assessed only those that resulted in at
least an emergency room visit, if not a hospital visit.
This limitation applies, however, to the same extent to
our controls and thus should not affect our risk
estimates. If Parkinson’s disease is selectively caused
by mild or repeated injuries to the head, this linkage
study would not be able to detect such an association.
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WHAT IS ALREADY KNOWN ON THIS TOPIC

Parkinson’s disease is characterised by an insidious onset, with imbalance as an early sign

Parkinson’s disease has been associated in several case-control studies with a self reported
head injury event that occurred before the diagnosis of Parkinson’s disease

WHAT THIS STUDY ADDS

A positive association was found between Parkinson’s disease and a head injury before the
diagnosis

However, theoverall associationswereduealmostexclusively to injuriesoccurringmonthstoa
few years before hospital contact for Parkinson’s disease

The statistical association between the twomedical events reported in the literature probably
has no causal basis andmight be due to differential recall bias or inaccurate timing of events
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Alexander technique and 
exercise are cost effective 
options for chronic back pain
Hollinghurst et al. Randomised controlled trial of Alexander 
technique lessons, exercise, and massage (ATEAM) for 
chronic and recurrent back pain: economic evaluation. BMJ 
2008;337:a2656, doi:10.1136/bmj.a2656

Chronic low back pain is common, disabling, 
and expensive for both patients and third party 
payers. A prescription for home based exercise 
can help reduce symptoms and improve quality 
of life. So can Alexander technique lessons. But 
which treatment or combination of treatments 
represents the best value for money? 

Using effectiveness data from a recent ran-
domised controlled trial (BMJ 2008;337:a884), 
health economists from the UK have calculated 
that a simple exercise prescription backed up 

First choice intervention 

PROBABILITY THAT DIFFERENT INTERVENTIONS 
FOR BACK PAIN ARE COST EFFECTIVE
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Study queStioN  What is the difference in cost effectiveness 
between long and short courses in the Alexander technique, 
massage, and a general practitioner’s prescription for 
exercise for patients with persistent back pain?
ANSWer  An exercise prescription and six lessons in 
Alexander technique alone were each more than 85% 
likely to be cost effective at values above £20 000 per 
quality adjusted life year (qALy), but the Alexander 
technique performed better than exercise on the full range 
of outcomes. A combination of six lessons in Alexander 
technique and exercise was the most effective and cost 
effective option.

Study design This cost effectiveness analysis compared 
the cost to the NHS of different interventions with patients’ 
outcomes (Roland-Morris disability score, days free of pain, 
and quality adjusted life year (QALY)). Patients’ and societal 
costs were analysed separately.
Source of effectiveness data Interventions were applied in 
a randomised controlled trial using a 4×2 factorial design 
(BMJ 2008;337:a884). A short course of six lessons in the 
Alexander technique, a longer course of 24 lessons, and six 
sessions of massage were compared with normal care. Half of 
each group also received a doctor’s prescription for exercise 
and behavioural counselling from a practice nurse.
data NHS costs comprised the cost of the intervention, 
primary care contacts, outpatient appointments, inpatient 
hospital stays, and medication. Personal costs were those 
for travel associated with back pain treatment, private 
treatment and over the counter drugs, prescription charges, 
loss of earnings, and expenditure on domestic help and care 
giving. Societal costs were for time taken off work or unpaid 

activities and use of informal care. Treatment outcomes were 
derived from routine records and participants’ self completed 
questionnaires.
Main results Incremental cost to the NHS ranged from £100 
(for normal care plus exercise) to £607 (for 24 lessons in 
the Alexander technique plus exercise) over 12 months. 
Benefits were additional pain-free days (8-20 per patient, by 
intervention group), improvements in the ability to perform 
daily activities (reduction in the disability score of 0.45-4.22 
per patient, by group), and a gain in QALY of up to 0.065 per 
patient, by group. The best value single treatment was normal 
care plus exercise, at £61 per point reduction in the disability 
score, £9 per extra pain-free day, and £2847 per QALY gain. 
The best value dual treatment comprised six lessons of 
Alexander technique plus exercise, with an additional £64 per 
point reduction in disability score, £43 per pain-free day, and 
£5332 per QALY gain.
Limitations of study The missing quality of life data add 
to uncertainty around the QALY estimates and the data on 
lost productivity were incomplete. The factorial trial design 
complicated the economic evaluation, and individual group 
analysis was therefore used to present the main findings. The 
payments to teachers and therapists were relatively high and 
may not be generalisable, but this means that the results are 
conservative. 
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with brief counselling from a primary care nurse 
costs just £9 for each extra pain-free day per 
month, or an estimated £2847 for each addi-
tional quality adjusted life year. Six lessons in 
the Alexander technique also looked cost effec-
tive, at £13 for each extra pain-free day and 
£5899 for each extra quality adjusted life year. 

More lessons (24 v 6), or the combination 
of lessons and exercise worked better but cost 
more in this analysis. Even so, the authors 
say that first choice for primary care patients 
should probably be six lessons in Alexander 
technique followed by an exercise prescription. 
This combination worked better than exercise 
alone, worked almost as well as 24 lessons of 
Alexander technique, and cost the NHS only 
£43 for each extra pain-free day or £5332 for 
each extra quality adjusted life year. 
Alison Tonks associate editor, BMJ atonks@bmj.com
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Find out more about the study 
and the Alexander technique 
at www.bmj.com/cgi/content/
full/337/dec11_2/a2656
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