Retrospective cohort study of false alarm rates associated with a series of heart operations: the case for hospital mortality monitoring groups
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Abstract

Objective To examine the efficacy of different methods of detecting a high death rate and determining whether an increase in deaths after heart transplantation could be explained by chance.

Design Retrospective analysis of deaths after heart transplantation. Seven methods were used: mortality above national average, mortality excessively above national average, test of moving average, test of number of consecutive deaths, sequential probability ratio test (SPRT), cusum with v-mask, and CRAM chart. The newspapers reported that 80% mortality in the last 10 cases had been of particular concern because this was “more than five times the national average.”

Introduction

In September 2000 heart transplantation at St George’s Hospital, London, was suspended because of concern that more patients were dying than previously. The newspapers reported that 80% mortality in the last 10 cases had been of particular concern because this was “more than five times the national average.”

We tested these assumptions—that surgical results had been satisfactory but later became unsatisfactory—against numerical criteria.

Methods

We examined seven tests that were available for comparing deaths with a benchmark death rate. None

CRAM chart is recommended as this method can quantify the death rate and identify periods when an audit of cases is indicated, even when data from other hospitals are not available. A hospital mortality monitoring group can routinely monitor all deaths in the hospital, by specialty, using hospital episode statistics (HES) data and appropriate statistical methods.
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Detailed statistical methods of determining the false positive rate and an extra table of data can be found on bmj.com

This is the abridged version of an article that was posted on bmj.com on 29 January 2004: http://bmj.com/cgi/doi/10.1136/bmj.37956.520567.44
Table 1 Number of transplant operations and deaths within 30 days

<table>
<thead>
<tr>
<th>Year</th>
<th>Operations</th>
<th>Deaths</th>
<th>Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1991</td>
<td>12</td>
<td>4</td>
<td>33</td>
</tr>
<tr>
<td>1992</td>
<td>16</td>
<td>8</td>
<td>50</td>
</tr>
<tr>
<td>1993</td>
<td>12</td>
<td>2</td>
<td>17</td>
</tr>
<tr>
<td>1994</td>
<td>29</td>
<td>7</td>
<td>24</td>
</tr>
<tr>
<td>1995†</td>
<td>37</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>1996</td>
<td>42</td>
<td>8</td>
<td>19</td>
</tr>
<tr>
<td>1997</td>
<td>45</td>
<td>11</td>
<td>24</td>
</tr>
<tr>
<td>1998</td>
<td>37</td>
<td>10</td>
<td>27</td>
</tr>
<tr>
<td>1999‡</td>
<td>34</td>
<td>7</td>
<td>21</td>
</tr>
<tr>
<td>1998</td>
<td>29</td>
<td>6</td>
<td>21</td>
</tr>
<tr>
<td>1997†</td>
<td>21</td>
<td>4</td>
<td>19</td>
</tr>
<tr>
<td>1998</td>
<td>23</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>1999</td>
<td>24</td>
<td>4</td>
<td>17</td>
</tr>
<tr>
<td>2000§</td>
<td>8</td>
<td>4</td>
<td>50</td>
</tr>
<tr>
<td>Total</td>
<td>371</td>
<td>79</td>
<td>21</td>
</tr>
</tbody>
</table>

*First operation 7 Nov 1986.
†Risk factor data available 12 Apr 1995 onwards.
§The last heart transplant operation at St George's was performed on 22 Oct 2000.

of the procedures are claimed to have optimal properties for the present purpose.

We applied each test retrospectively from the beginning of the heart transplant programme to determine the earliest time, if any, that the result became positive. We also applied each test at the end of the programme, by which time 371 transplants had been carried out. For example, we tested whether the mortality for all 371 cases was significantly greater than a benchmark of 15%.

False positive (type I) error
A false positive or type I error occurs when a result is positive by chance and thus raises a false alarm regarding the death rate. We evaluated the false positive rate for each test in isolation.

When a significance test using a fixed critical $P$ value such as 0.05 is applied to a true hypothesis every time that an outcome in an unending series becomes known, then the null hypothesis—that the death rate is satisfactory—will eventually be rejected and a false alarm is bound to occur. An example of repeated significance testing in relation to child heart surgery in Bristol has been discussed. In the absence of real changes, the type I error rate for indefinitely repeated significance tests is 1. However, a control process based on repeated significance testing can be helpful provided that the number of cases before a false positive occurs, called the run length, is large compared with the frequency with which actual changes occur.

Transplant data and the national average mortality as a benchmark
We analysed death or survival within 30 days of operation (table 1). The series of transplant cases was sequenced in the order in which the operations were carried out. We used a national average 30 day mortality of 15% as the benchmark.

Seven methods examined
Average mortality—To test whether the death rate, expressed as the number of deaths divided by the number of operations, was significantly different from 15% we used a two tailed test at the 0.05 level of significance.

Excess mortality—The concept of excess mortality was used at the General Medical Council inquiry into child heart surgery in Bristol to argue that surgery should have stopped sooner than it did (expert opinion for the General Medical Council from D J Spiegelhalter, “Statistical analysis of surgical data provided by Bristol Royal Infirmary,” Feb 1997). We added a margin of 5% to the benchmark of 15% to define “excess” mortality to be 20%. We tested whether the mortality was significantly greater than 20% by using a repeated one sided test at the 0.05 level of significance. The test consisted of seeing if the lower one sided 95% confidence limit for the mortality exceeds 20% at any stage.

Moving average—No calculations or special skills are required for the moving average test. We tested whether there were eight or more deaths in any 10 consecutive cases during the transplant programme.

Run of deaths—The run test is even simpler. A “run” of deaths occurs when several consecutive patients die. We tested whether there was a run of five deaths at the end of the series, as was thought to have occurred, and at any time within the series.

Sequential probability ratio test—The sequential probability ratio test has formal statistical properties. We used a benchmark failure rate of 15% with an alternative failure rate of 20% and the values of type I error as used by de Leval et al ($\alpha = 0.05$ and power $\beta = 0.20$).

Cumulative sum graph with $v$-mask—Samples of a process can be measured and, after the deduction of the target mean of the process from each measurement, the cumulative sum of the measurements should be approximately zero. When plotted against the sample number, the cumulative sum will therefore seem more or less horizontal if the process is in control. This can be tested by placing on to the trace a mask in the shape of a “V” that is lying on its side, so that it looks like a large “greater than” sign. The mask is determined solely by the choice of the apex angle. The horizontal distance ahead of the point, representing the latest case in the series at which the apex of the mask is to be placed, must also be specified. The test consists of seeing if all the data points lie within the arms of the mask. An equivalent mask specified by a height, $h$, and slope, $k$, requires less drawing space as it is placed on the trace at the latest point rather than some distance ahead of it (see fig 6). The test still consists of seeing if all the data points lie within the arms of the mask (see bmj.com).

Cumulative risk adjusted mortality (CRAM) chart—The cumulative difference between the expected and observed number of deaths shown on the vertical axis of the CRAM chart is the same as in the cusum plot except that the direction is reversed. Unlike any of the other methods, however, the CRAM chart allows different risks for different patients. Risk factors and association with death within 30 days are presented on bmj.com. The performance ratio at any point is estimated as the observed number of deaths up to that point divided by the corresponding expected number of deaths. Where there are sufficient data, control limits can be calculated to detect a change in the performance ratio (see bmj.com).
Results

Average mortality

The death rate exceeded the benchmark of 15% from the fourth operation onwards (fig 1) but did not become significant—that is, P value below 5%—until operation number 16. For the complete series, the observed mortality was 21% (P = 0.0015, two tailed). The probability of a type I error from repeated significance testing throughout the series is 0.17 (see table 3)—that is, this test has a false positive rate of about 1 in 6.

Excess mortality

The death rate was above 20% by the fourth operation but this was not significant (fig 2). By operation number 19 there was significant evidence of excess mortality (P < 0.05, one tailed). At the end of the series there was no significant evidence for excess mortality.

Moving average

The death rate as a moving average of 10 operations reached 80% only once, at operation 230 (fig 3). At other times, the moving average was not significant for deaths within 30 days, as defined here, including at the end of the series when the moving average was 50%. The newspaper account of eight deaths in the last 10 cases was presumably based on a different period of survival or sequencing of cases.

Runs of deaths

The longest run of consecutive deaths was five, and this occurred only once, at operation number 230 (fig 4). There were only two deaths in the last five cases. The type I error rate for repeated examination for a run of five or more deaths in a series of 371 operations with 15% event rate is 0.023 or 1 in 43.

Sequential probability ratio test (SPRT)

At operation number 56 the sequential probability ratio test indicates that the death rate was 20% rather than 15% (fig 5). The type I error rate for the repeated test was set to 5%. Strictly speaking, the plot and the test are not relevant after one of the control lines has been crossed, because once the decision between a benchmark death rate of 15% or 20% has been taken the test does not allow for a reversal of the decision. The final point on the plot was above the 20% limit.

Cumsum graph with v-mask

A truncated v-mask is shown in figure 6 at operation number 57, which was the first occasion that a mortality greater than 15% was signalled. The mask is shown again at the end of the series. If we assume no change in death rate from 15%, the average run length before a different death rate is signalled would be 3662 operations. On the other hand if the death rate increased to 20% it would be 29 operations.
Table 2 Summary of test results to detect excess mortality in series of heart transplantations

<table>
<thead>
<tr>
<th>Benchmark or test criterion</th>
<th>Average mortality</th>
<th>Excess mortality</th>
<th>Moving average of 10</th>
<th>Run of deaths</th>
<th>Sequential probability ratio test</th>
<th>Cusum with v-mask</th>
<th>CRAM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>15%</td>
<td>20%</td>
<td>80%</td>
<td>5 deaths</td>
<td>15% v 20%</td>
<td>15%</td>
<td>Internal control</td>
</tr>
<tr>
<td>Result of test at end of series</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
</tr>
<tr>
<td>Type I error rate for test at end of series</td>
<td>0.05, two tailed</td>
<td>0.05, one tailed</td>
<td>0.00002</td>
<td>0.00008</td>
<td>0.018, one tailed</td>
<td>0.031</td>
<td>0.01</td>
</tr>
<tr>
<td>Result of test throughout series</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
<td>+ve</td>
</tr>
<tr>
<td>Type I error rate for test throughout series</td>
<td>0.17</td>
<td>0.28</td>
<td>0.002</td>
<td>0.023</td>
<td>0.05</td>
<td>0.11</td>
<td>0.25</td>
</tr>
</tbody>
</table>

+ve=positive result for out of control, −ve=negative result for out of control.

*Decrease in death rate.

What is already known on this topic

Hospitals do not routinely monitor every inpatient death.

It is difficult or impossible to say whether a run of deaths is significant unless prospective methods are used.

National newspapers reported that the death rate for the last 10 patients who received a heart transplant at one hospital was more than five times the national average.

What this study adds

Retrospective analysis of those transplant data, carried out with several different statistical process control techniques, gave different answers as to whether the death rate was acceptable at the end of the transplant programme.

Deaths within hospital should routinely be monitored with CRAM charts.

Summary of results

At the end of the series the average mortality, sequential probability ratio, and cusum tests indicated a level of deaths higher than the benchmark, and the remaining four of the seven statistical tests yielded negative results (table 2). Six of the tests showed that the transplant programme had a level of deaths above benchmark at some point. The point at which an alarm would first have occurred varied with the choice of method. With the CRAM chart, the only change detected was a decrease in the death rate early in the programme.

Discussion

Evaluation of the type I or false positive error rate is essential if a high death rate is to be distinguished from a run of bad luck. Some of the tests that we have described are complicated to apply. The national average may not be known (see bmj.com), and there is no guidance on what is an acceptable departure from the national average. In the latter stages of the heart transplantation programme mortality was high according to the average mortality test, sequential probability ratio test, and cusum with v-mask, but not by the excess mortality criterion or the other tests, including the CRAM chart. There are no methods by which to calculate the false positive rate, when the decision to test and the choice of test are made after poor results have been obtained.

CRAM chart (not adjusted for risk factors)

Individual target risk estimates were not available for the early part of the series, so we used a uniform external risk estimate of 15% mortality to draw figure 7. The upper control limit was crossed at the first determination of the control limits, which was at operation number 104. The test result was positive in the sense that the control limits were reached and a change in death rate was signalled, but the change was towards a lower mortality than had occurred earlier in the programme. As we did not adjust for risk factors, one reason for the improvement may have been a shift to lower risk patients. As with the sequential probability ratio test, there are some uncertainties in interpretation of control limits once they have been crossed; however, it seems reasonable to infer from figure 7 that the death rate was within the limits at the end of the series.
Should surgeons take a break after an intraoperative death? Attitude survey and outcome evaluation

Antony R Goldstone, Christopher J Callaghan, Jon Mackay, Susan Charman, Samer A M Nashef

Abstract

Objectives To investigate attitudes of cardiac surgeons and anaesthetists towards working immediately after an intraoperative death and to establish whether an intraoperative death affects the outcome of subsequent surgery.

Design Questionnaire on attitudes to working after an intraoperative death and matched cohort study.

Setting UK adult cardiac surgery centres and regional cardiothoracic surgical centre.

Participants 371 consultant cardiac surgeons and anaesthetists in the United Kingdom were asked to complete a questionnaire, and seven surgeons from one centre who continued to operate after intraoperative death.

Main outcome measures Outcome for 233 patients operated on by a surgeon who had experienced an intraoperative death within the preceding 48 hours compared with outcome of 932 matched controls. Hospital mortality and length of stay as a surrogate for hospital morbidity.

Results The questionnaire response rate was 76%. Around a quarter of surgeons and anaesthetists thought they should stop work after an intraoperative death and most wanted guidelines on this subject. Overall, there was no increased mortality in patients operated on in the 48 hours after an intraoperative death. However, mortality was higher if the preceding intraoperative death was in an emergency or high risk case. Survivors operated on within 48 hours after an intraoperative death had longer stay in intensive care (odds ratio 1.64, 95% confidence interval 1.08 to 2.52, P = 0.02) and longer stay in hospital (relative change 1.15, 1.05 to 1.24, P = 0.02).

Conclusion Mortality is not increased in operations performed in the immediate aftermath of an intraoperative death, but survivors have longer stays in intensive care and on the hospital ward.

Introduction

There are no guidelines, and no real consensus about whether or not surgeons should continue to operate in the immediate aftermath of an intraoperative death. A survey of Welsh consultant orthopaedic surgeons underlines the lack of consensus.1 In this study only one of the 16 orthopaedic surgeons who had experienced a patient’s intraoperative death decided to cancel further operations that day.1 Given the differences between cardiac and non-cardiac surgery, Briffa has suggested that cardiac surgeons may behave differently.3 Many anaesthetists feel that intraoperative death affects them equally, if not more so.1

We explored and compared the attitudes of cardiac surgeons and anaesthetists to working after an intraoperative death. We also sought to determine whether an intraoperative death has an adverse effect on subsequent operations by the same surgeon.

Methods

Questionnaire study

We compiled a database of UK adult cardiac surgery centres using the National Adult Cardiac Surgical Database.1 Hospitals were telephoned and asked to supply the names of all consultant cardiac surgeons (n = 198) and anaesthetists (n = 288). An anonymous postal questionnaire was designed to establish information about experiences of intraoperative deaths, factors influencing the decision to stop working after an intraoperative death, and opinions on proposed guidelines for working after an intraoperative death.

Outcome study

Papworth Hospital prospectively collects data on patient demographics, risk profile, operation details, and outcome in a dedicated database. All patients are stratified for risk with the Parsonnet2 and EuroSCORE5 models. There were 81 intraoperative deaths in five years during operations carried out by all seven